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Triboelectric Nanogenerators with Machine Learning for
Internet of Things

Jiayi Yang, Keke Hong, Yijun Hao, Xiaopeng Zhu, Yong Qin, Wei Su, Hongke Zhang,
Chuguo Zhang,* Zhong Lin Wang,* and Xiuhan Li*

The development of the Internet of Things (IoT) indicates that humankind has
entered a new intelligent era of the “Internet of Everything”. Thanks to the
characteristics of low-cost, diverse structure, and high energy conversion
efficiency, the self-powered sensing systems, which are based on the
Triboelectric Nanogenerator (TENG), demonstrate great potential in the field
of IoT. In order to solve the challenges of TENG in sensing signal processing,
such as signal noise and nonlinear relations, Machine Learning (ML), which is
an efficient and mature data processing tool, is widely applied for efficiently
processing the large and complex output signal data generated by TENG
intelligent sensing system. This review summarizes and analyzes the
adaptation of different algorithms in TENG and their advantages and
disadvantages at the beginning, which provides a reference for the selection
of algorithms for TENG. More importantly, the application of TENG is
introduced in multiple scenarios, including health monitoring, fault detection,
and human-computer interaction. Finally, the limitations and development
trend of the integration of TENG and ML are proposed by classification to
promote the future development of the intelligent IoT era.

1. Introduction

The Internet of Things (IoT) has become an important driving
force for the new round of global technological revolution and
industrial transformation.[1–3] By integrating with new manufac-
turing technologies, such as new energy and new materials to
promote the application of new information technologies (5th
generation mobile communication technology, narrowband IoT,
cloud computing, big data, artificial intelligence, and blockchain)
into various fields, caused great changes in the global indus-
trial structure.[4–6] As the popularity of IoT applications, trillions
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of new devices with different application
requirements are connected to the net-
work, which makes the collection and
analysis of big data based on widely dis-
tributed wireless sensor networks be-
come increasingly important in infor-
mation development. The demand for
power consumption in wireless sensor
networks is also increasing with the de-
velopment of the IoT.[7] Although the
power consumption of the single sen-
sor is low, the power consumption of
trillions of sensing units will reach an
astonishing height, making the power
consumption of the IoT extremely high.
In addition, traditional sensing units,
such as pressure sensors, temperature
sensors, gas sensors, and humidity sen-
sors, face inherent limitations such as
frequent charging, harsh environmental
impacts, maintenance costs, equipment
life, and waste recycling.[8–13] Therefore,
the total energy expenditure of wireless

sensor networks, as well as the distributed energy requirements
and inherent limitations of sensors, have become key and ur-
gent issues that need to be solved by IoT technology. To address
this critical problem, the development of distributed self-powered
sensing units without external power supply is currently an effec-
tive and sustainable solution.

As an emerging technology for mechanical energy harvesting
and self-powered sensing, triboelectric nanogenerator (TENG)
shows great potential to break through relevant restrictions.
In 2012, corresponding researchers developed the TENG for
converting distributed, disordered, low-frequency mechanical
energy into electrical energy.[14] TENG has attracted wide at-
tention due to its low price, diverse structure, light weight,
and environmental and ecological friendliness.[15–17] In addi-
tion, since it can effectively record various environmental in-
formation without the supply of external power, such as tactile,
pressure and vibration, TENG can be used as a self-powered
sensor as well.[18–21] In recent years, to promote the applica-
tion of TENG with IoT, researchers have greatly improved the
output characteristic of TENG through triboelectric material
modification,[22–25] device structure optimization,[26–30] and po-
larization charge injection.[31–33] However, there are still short-
comings in TENG signal processing. Friction between nanoma-
terials generates noise, which can interfere with signal process-
ing and transmission, thus degrading the performance of the
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system and leading to signal quality degradation.[34–36] Besides,
the output performance of the TENG is finite, which will lead
to signal attenuation, affecting the signal processing and analy-
sis ability.[37–39] Moreover, integrating TENG with conventional
signal processors to obtain the signal processing also remains a
critical issue.[40–45] In TENG system, signal processing is a criti-
cal task, particularly in complex application scenarios where sig-
nal characteristics are highly variable, which directly affects the
performance and practicability of the system. It is difficult to ac-
curately extract the appropriate features of the target by manual
methods alone due to the high variability and noise level of the
TENG output signal, and traditional signal processing methods
often fail to meet these challenges. The machine learning (ML)
technology can effectively analyze the TENG output signal and
suppress the noise, improving the accuracy, robustness, and ef-
ficiency of signal processing.[46–55] In addition, ML can also be
used to optimize the signal processing circuit, simplify the pro-
cessing flow, and effectively reduce the TENG signal process-
ing time and complexity.[56–60] Despite this, research on integrat-
ing TENG technology with ML is still in its early stages, and
there is a noticeable lack of comprehensive reviews in this in-
terdisciplinary area. This gap indicates a need for in-depth ex-
ploration of the theoretical and practical aspects of combining
ML with TENG, to realize its potential across various application
scenarios.

In this work, we comprehensively elaborate the latest progress
of the combination of TENG and ML. The detailed work pro-
cess of ML is first introduced, and common ML algorithms
are listed. In addition, we present the latest research of TENG
based on different algorithms. The advantages and disadvan-
tages of different algorithms also are compared, and the algo-
rithms suitable for different TENG are introduced step by step.
Subsequently, we divide TENG into four main areas according
to the application, and conduct a review, summary, and com-
parative analysis of the existing excellent work. Meanwhile, we
discuss the current application limitations of ML in the field
of TENG, explore the solutions, and give relevant suggestions
for reference. Finally, the application prospect of the integra-
tion of TENG with ML in the future IoT tide is also prospected
at last. Thus, we sincerely wish the review can significantly ex-
pedite the rapid development of the TENG-based self-powered
IoT technology and provide some different research ideas for
researchers who have just entered the related research field
(Figure 1).

2. Working Mechanism of TENG

As two different materials are in contact with each other, their
surfaces generate positive and negative charges owing to the con-
tact electrification. When the two materials are separated due
to mechanical forces, the positive and negative charges gener-
ated by contact electrification are also separated. The charge
separation correspondingly creates an induced potential differ-
ence between the upper and lower electrodes, which drives elec-
trons to flow between the two electrodes through an external
circuit. There are four basic working modes: Vertical Contact-
separation Mode,[61–63] Horizontal Sliding Mode,[64–66] Single
Electrode Mode,[67–69] Independent Layer Mode,[70–72] as shown
in Figure 2.

2.1. Vertical Contact-Separation Mode

The structure is that two different dielectric films are in close
contact, and electrodes are attached to the back of them. Due
to triboelectrification, the inner surfaces of the two materi-
als produce electrostatic charges with equal density and oppo-
site polarity, and an electric potential difference will be gener-
ated as the two surfaces are separated. If the two electrodes
are connected by an external circuit, electrons will flow from
one electrode to the other for balancing the potential differ-
ence. As the triboelectric materials come close to each other
again, electrons flow back to the original electrode for bal-
ancing the potential difference. Common structures of this
working mode include spacer structure, arch structure and
spring structure, which are widely used in various application
scenarios, such as vibration energy collection, acoustic wave
collection.[73–75]

2.2. Horizontal Sliding Mode

As two objects are in close contact, they will be positively and
negatively charged on the contact surface due to their differ-
ent electronegativity. As the upper material begins to slide, the
contact area between the materials will decrease. In order to
balance the potential difference in the uncontacted part, elec-
trons in the upper and lower electrodes flow from the ex-
ternal circuit. When the top material slides back, the posi-
tive and negative charges on the surface of the material re-
establish the balance relationship, so that the excess charge
in the electrode will flow back to the original electrode. Com-
mon structures include planar sliding structure, disk struc-
ture, and tubular structure, which are widely used in vari-
ous scenarios, such as displacement sensing and wind energy
collection.[76–78]

2.3. Single-Electrode Mode

This working mode has the same contact electrification pro-
cess as the above two working modes, while the difference is
that it only requires one electrode to be connected to one of
the TENG electrification surfaces, and the ground is assumed
to be the other electrode. Therefore, the other generating sur-
face of the TENG can move freely without the limitation of elec-
trodes, making it widely used in various scenarios, such as tactile
sensors, liquid energy collection/detection, and human motion
sensors.[79–82]

2.4. Independent Layer Mode

After a moving object is charged by rubbing against other objects,
the charge can remain on the surface of the object for a long time.
When a pair of symmetric electrodes is placed under a dielec-
tric layer, the independent layer movement between the two elec-
trodes creates an uneven charge distribution, and electrons flow
between electrodes for balancing the potential difference. This
mode is widely used in ocean energy collection, machine bearing
detection.[83–85]
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Figure 1. The multi-scenario application of TENG based on different algorithms: The inner layer describes the common algorithms (Naive Bayes,
Decision Tree, Random Forest, K-Nearest Neighbor, K-means, Support Vector Machine, Convolutional Neural Network, Recurrent Neural Network)
of TENG.[97,100,103,110,120,125] The outer layer describes the application (Healthcare monitoring, Fault detection, Human-machine interaction, Fea-
ture recognition) of TENG combining with ML.[99,104,109,134,138,157,122,166] Reproduced with permission.[97,104] Copyright 2023, 2022, MDPI. Repro-
duced with permission.[100] Copyright 2023, American Chemical Society. Reproduced with permission.[103] Copyright 2022, Springer. Reproduced with
permission.[99,109,110,134,138,157] Copyright 2022, 2021, 2021, 2022, 2022, 2020, Elsevier. Reproduced with permission.[120,122] Copyright 2020, 2022, Wiley-
VCH. Reproduced with permission.[125,166] Copyright 2022, 2020, Springer Nature.

3. Working Mechanism of Machine Learning

ML is an important branch in the field of artificial intelli-
gence and it mainly includes the following state: i) takes a large
amount of data as training samples; ii) extracts key rules from
the data through training and optimization; iii) builds relevant
models; iv) realizes prediction and decision-making functions.
ML algorithms are divided into supervised and unsupervised
learning.[86–88] Supervised learning is a method of training the
model through labeled data. In supervised learning, the training
data is divided into two parts: input and output. By learning the
relationship between input and output, a model can be built for
predicting the output. Unsupervised learning is a way of learning
without labeled data. In unsupervised learning, there are only in-
put data and no corresponding output labels. The algorithm finds

the pattern and structure by analyzing and clustering the data.
Therefore, ML can efficiently process various types of data pro-
duced by TENG, and train data to build models for making pre-
dictions or decisions, thereby optimizing the complexity of the
signal processing part of TENG sensing system in different ap-
plication scenarios. Figure 3 shows the main workflow of ML and
the evolution of common algorithm models.

ML covers a variety of algorithms and each algorithm has dif-
ferent characteristics and applicable scenarios. Linear regression
is to find the best fitting line for prediction by fitting the linear
function of data points.[89] Logistic regression is used to represent
probabilities by mapping the output of a linear function to a range
of [0,1], and is often used for binary classification problems.[90]

Decision Tree (DT) constructs a tree structure, which can divide
target data by the value of the feature and finally gets a decision
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Figure 2. The working mechanism of TENG under different modes and its working scenarios: Vertical Contact-separation Mode,[63] Horizontal Sliding
Mode,[66] Single Electrode Mode,[69] and Independent Layer Mode.[72]

path. This way is suitable for processing data with discrete and
continuous characteristics.[91] Random Forest (RF) is an ensem-
ble learning algorithm, which is suitable for classification and re-
gression problems. It makes predictions by integrating multiple
DTs, and the results of each DT vote to determine the final pre-
diction result. RF algorithm has good generalization ability and
robustness, which is suitable for processing high-dimensional
features.[92] K-nearest neighbor (KNN) algorithm is an instance-
based learning algorithm, which calculates the distance met-
ric to classify new samples, and is suitable for small-scale data
and multi-class problems.[93] K-means, one of the most common
clustering algorithms, discovers patterns and structures between
data by grouping similar data points.[94] Support vector machine
(SVM) is suitable for binary classification and multi-classification
problems. It separates different classes of samples by searching
the best hyperplane. SVM algorithm performs well in high di-
mensional data and nonlinear problems.[95] Neural network (NN)
mimics the biological nervous system and is suitable for a variety
of complex tasks. It consists of multiple neurons and hierarchies

that learn weights and activation functions to achieve predictive
ability (Table 1).[96]

ML trains data to build models to make predictions or deci-
sions, its workflow consists of several key steps:

i. Data collection and preprocessing: It is necessary to collect
data before ML, which is based on all algorithms needed to
explore rules and build models from the data. The output
data of TENG with different materials, structures, and appli-
cation scenarios are different, which is distinct from the con-
ventional ML field that can collect data from the established
database. It is necessary for TENG to collect a large amount
of data and ensure its quality and integrity for ML. The raw
data may have problems of missing values, outliers, or du-
plicate values. Before feature extraction, the data needs to
be preprocessed. Common preprocessing methods include
data cleaning, missing value filling, and outlier processing.
In addition, if the TENG output is multidimensional signal
and the output data is large, Principal Component Analysis
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Figure 3. The workflow of ML (Data collection and preprocessing, Feature extraction, Model selection and optimization, Model deployment and appli-
cation) and the review of historical development.[89–96]

(PCA) can be selected for data dimensionality reduction to
improve data processing speed and accuracy of ML. Excel-
lent data preprocessing can improve data quality and enable
models to learn from data better, thus optimizing the predic-
tion and generalization ability of models.

ii. Feature extraction: After pre-processing, ML extracts appro-
priate features from the TENG output signal data sets to con-
struct effective and non-redundant feature values for target
prediction. The feature values can help to construct the sub-
sequent learning and induction process, it can also improve
the expressiveness and generalization ability of the model.
Feature extraction is a step to reduce dimensionality while
maintaining integrity and accuracy of original datasets de-
scribing the TENG. Common feature extraction methods in-
clude feature selection, feature transformation, and feature
construction.

iii. Model selection and optimization: According to the charac-
teristics of TENG output signal and its application scenario,
a suitable ML model is selected, the model is subsequently
trained by the training data, and the model parameters are
changed to make it better fit the data. After model train-
ing, the cross-validation method can be used to appraise the
model performance and generalization ability, including ac-
curacy, recall, F1-score, etc. Optimization should be carried
out if the model performance does not meet the require-
ments, such as adjusting model parameters, increasing train-
ing data, changing feature engineering methods, etc.

iv. Model deployment and application: After model evaluation
and tuning, the model can be deployed into actual application
scenarios of TENG. As TENG generates new data, the trained
model will be invoked to identify new data and achieve real-
time prediction functions.

To sum up, the workflow of ML processing TENG output sig-
nal data includes data acquisition, data preprocessing, feature ex-
traction, model selection and optimization, model deployment,
and application. This process is an iterative process that requires
continuous training, validation, and optimization to improve the
performance and application effect of ML models.

4. Applications of TENG with Different ML
Algorithms

4.1. Bayes, DT, and RF Algorithms

In the previous TENG signal processing process, researchers
only set a threshold voltage for simple state judgment, when the
peak signal output value is higher than the threshold value, the
sensor is judged to be active. However, it is still difficult to set the
appropriate threshold voltage. Improper threshold voltage will
cause the signal crosstalk of adjacent units and reduce the detec-
tion accuracy of the sensor array. To address this problem, Jeon
et al. used Bayesian decision rules to establish and verify decision
boundaries for the maximum active unit (MAC) of TENG sensor
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array.[97] The result shows that the accuracy of classification of
daily activities and falls is as high as 95.75% when the intersec-
tion of the probability function (2.600) is selected as the decision
boundary.

The Bayes model is simple and fast in predicting samples, with
stable classification efficiency. It works well on slight amounts of
data, which can also handle multiple classification tasks. How-
ever, the Bayes model is not effective in classification when the
number of TENG signal channels is too large. Besides, it is also
sensitive to the expression form of TENG output signal.

Compared with Bayes model, DT has more advantages in high
dimensional data processing. The steps of learning and classifi-
cation by DT are simple and efficient and it is not sensitive to
the loss of intermediate value. Zhang et al. fabricated lightweight
TENG sensors by screen-printing method to realize respiration
monitoring based on DT.[98] In the training phase, 5 classification
feature sets are established for each breathing behavior. Based on
DT algorithm, the feature set and corresponding label are used
to realize the training classification model. Through the Gini in-
dex, the importance of 12 features is analyzed. Among them,
variance, root-mean-square, kurtosis, and unbiased estimation
are the most important classification indexes. The results show
that the average accuracy of identifying breathing types reached
97.2% (Figure 4a). Han et al. implemented self-powered fault di-
agnosis for rolling bearings based on TENG.[99] DT is used to
identify faults in different parts through the TENG current. They
also chose Gini index as the generation algorithm (the maximum
depth is 30 and the minimum nodes is 5). The results show that
the accuracy of identification is more than 92%.

By integrating multiple DTs together, a stronger classifier RF
can be built. The algorithm uses multiple DTs to make decisions
and generate the final output results, which can effectively dimin-
ish the impact of the outliers in the TENG signal. More impor-
tantly, the DT is prone to over-fitting due to using all features and
samples, while the RF randomly selects several samples with put-
backs, reducing the possibility of overfitting. Luo et al. designed
a speech and gesture signal converter and greatly improved its
sensitivity (167 mV dB−1) by spraying silk protein on copper
electrodes.[100] MEL Frequency Cepstral Coefficient (MFCC) is
calculated to extract the feature values of the speech to construct
the database and RF is selected to establish the speech pattern
model. It has been observed that the normal human voice fre-
quency is 50–500 Hz, but different person’s voice frequency cor-
responds to different amplitude. By tracking each person’s fre-
quency information, RF is able to distinguish signals excellently,
with 97.0% accuracy (Figure 4b).

Cheng et al. collected voltage data generated by the foot pedal
TENG through time-sliding window (sampling interval 0.02 s)
and stored them sequentially.[101] After collecting the signals of
TENG and driving simulator, the unsupervised Gaussian mix-
ture model is selected to cluster the samples automatically. Mul-
tiple candidate features are then extracted from the voltage data
and sequenced to train the RF model. The results show that
the classification accuracy of TENG data is more than 90% us-
ing the RF algorithm (Figure 4c), indicating that the integrated
learning algorithm has higher accuracy in identifying the driver’s
pedal action. Jiang et al. used RF classifier to classify different
sitting postures.[102] The collected 8-channel TENG signals are
transformed by Fast Fourier Transform (FFT), and RF is used to
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Figure 4. a) Structure and working principle of TENG sensor fabricated by screen printing, and the feature distribution and recognition accuracy of
different breathing states by DT algorithm.[98] Copyright 2023, MDPI. b) The structure of TENG-based speech recognizer and the recognition accuracy of
different human voice by RF algorithm.[100] Copyright 2023, American Chemical Society. c) The working principle of foot-pedal TENG and the recognition
accuracy of RF for different driver identities.[101] Copyright 2020, MDPI. d) Structure of knitted TENG-sensing textiles and seated position recognition
based on RF algorithm.[102] Copyright 2022, Springer.

randomly sample data rows and columns to form multiple train-
ing sets. Figure 4d shows that the accuracy of RF classification
of the sitting position is as high as 96.6%, exceeding DT (94.3%)
and Logistic Regression (95.5%).

4.2. KNN and K-Means Algorithms

K-Nearest Neighbor (KNN) is one of the simplest ML algorithms.
It is an instance-based supervised learning algorithm, which does
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not need to be trained. Consequently, it is only necessary to se-
lect the appropriate parameter K, instead of a model that gener-
alizes data features. Every time KNN is used for prediction, all
the training data is involved in the calculation. The K value can
directly affect the prediction effect and the optimal K value can be
obtained by cross-validation method. KNN has the advantages of
simple principle and wide application range. However, it also has
the disadvantages of too much computation and slow prediction
speed. Therefore, it is necessary to optimize KNN when using it.

Yang et al. designed pressure-sensitive insoles and smart ski
poles based on 3D-printed Thermoplastic Polyurethane (TPU) as
the triboelectric layer.[103] The sensor sensitivity is 0.054 V kPa−1,
demonstrating the TENG output have linear relationships with
the external force. Subspace KNN is selected as the pattern recog-
nition algorithm, the data set samples are randomly divided into
multiple subspaces in accordance with the dimension. The sub-
space dimension is 6, and the results show that the four behaviors
could be effectively distinguished with an accuracy of 98.2%. In
addition, KNN is used to recognize three typical ski techniques.
P-Find method is used to select the appropriate time interval as
the input of feature extraction, and then KNN subspace is used
to automatically classify sub-techniques. The results show that
the technique can be completely recognized with almost 100%
accuracy.

The cost of manual labeling will increase when the amount
of sample data provided by TENG is huge. In this case, unsu-
pervised learning method can be chosen to solve the problem.
Common unsupervised learning methods include PCA and K-
Means, which have the advantages of simple principle and fast
convergence speed for clustering problems. Yun et al. fabricated
a TENG mask combined with ML for facile sleep monitoring.[104]

The TENG is made with the modified Acrylonitrile Butadiene
Styrene as the mask frame and Polytetrafluoroethylene (PTFE) as
the triboelectric material. Its voltage is 8.54 V, 7.89 V, and 7.12 V
under shallow, normal, and deep breathing states. Depending on
the FFT method and peak analysis algorithm, the respiration rate
and signals are extracted and divided into the x and y axes respec-
tively. The new data, by comparing the actual distance between
the input and the centroid of different clusters, will be assigned
to clusters closer to the centroid. The results show the classifica-
tion accuracy based on K-means clustering algorithm is 87.17%.
Moreover, classification by relative output voltage allows for more
accurate identification of each sleep stage. When the weight value
is multiplied by the respiration rate, and changed from 1.0 to 0.1,
the classification accuracy will increase to 86.7%, 88.3%, 91.7%,
and 96.7%, respectively.

4.3. SVM Algorithms

SVM is a linear binary classification algorithm belonging to
supervised learning. The classification decision of SVM is de-
termined by the support vector, which can capture the key
data with high robustness. When the sample data output by
TENG is small, SVM is more suitable to be selected to distin-
guish the data features. Kim et al. fabricated a catechol-chitosan-
diatom hydrogel with high stretchability and ionic conductivity
for self-powered tremor sensors to monitor Parkinson’s disease
patients.[105] When tremors occur, TENG generates voltage sig-

nals with a frequency of 1.7–10.3 Hz or even higher, and the sig-
nal power increases with the severity of the tremor. Therefore,
the frequency and power characteristics of TENG can be used for
detecting Parkinson’s patients’ health status. They use KNN and
linear SVM to classify the test samples, and the result shows that
linear SVM classify the data more accurately than KNN, with an
accuracy of 100%.

Linear SVM is only available when the samples are linearly
separable states in vector space. However, classification problems
faced by TENG may be nonlinear in some cases, where linear
SVM cannot accurately achieve classification function. By map-
ping the linear indivisible samples to the vector space of higher
dimensions, nonlinear SVM can be obtained to realize the clas-
sification function. Liu et al. made a wearable keyboard based on
silk fibroin protein electrodes and PTFE to collect current signals
generated by tapping.[106] The currents generated by different
people are different, and SVM is used to classify the currents and
identify users. They chose the Radial Basis function (RBF) kernel
as the SVM kernel to map the sample to the high-dimensional
space, which is suitable for sample processing under nonlinear
relations, making the data linearly separable. Appropriate penalty
parameter C should be selected to avoid overfitting problems and
misclassification when using RBF kernel. The value of C is ad-
justed to 1.0–2.0, and the highest classification accuracy is close
to 90%. Zhang et al. designed a TENG sensor for detecting and
identifying the liquids’ leakage.[107] When liquid leakage is de-
tected, TENG outputs current and constructs sample data. They
also select SVM with RBF as the kernel function to classify water
and NaOH. K-CV is used to optimize the kernel parameters C
and G. One hundred twenty sample data are collected within 20
s and normalized within [0,1]. The result shows that the recogni-
tion accuracy of tap water and NaOH liquid is 95%.

The TENG signal may have the characteristics of multiple clas-
sifications, while the SVM algorithm is primitively devised for bi-
nary classification. Therefore, it is necessary to combine binary
classifiers to construct multiple-classifier when dealing with mul-
tiple classification problems. Zhao et al. proposed an untethered
triboelectric patch based on PTFE as triboelectric layer.[108] The
sensor is attached to the index finger and then used to touch the
object, as shown in Figure 5a. The response signal is transmit-
ted through the human body to form a sensing data set, and the
multi-classification SVM is used to assist in object recognition.
The samples are divided into training and test groups, and the
linear kernel is used during the SVM training process, showing
a high accuracy of 94.9%, which proves that the sensor can effec-
tively identify the objects for users.

Yang et al. fabricated a high bending angle resolution TENG
extracting multi-dimensional signal features.[109] Three TENGs
convert the finger flex into digital signals. Multi-classification
SVM is generated by building multiple binary-classification SVM
that distinguish three-channel signal patterns for one class of ac-
quisition from the rest. In the process of real-time recognition,
multi-classification SVM is selected to recognize users accord-
ing to the input data characteristic patterns. It can be seen that
the overall verification accuracy is 93.1% through the confusion
matrix obtained by ten-fold cross-validation. Sun et al. classified
human gait based on SVM and TENG by writing patterned MX-
enes ink electrodes directly onto the triboelectric material.[110]

They extract physical and statistical characteristics such as
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Figure 5. TENG applying SVM algorithms: a) The structure and principle of TENG as a patch sensor, and the accuracy of identifying objects using
linear kernel SVM.[108] Copyright 2022, Elsevier. b) The structure of the pattern MXenes electrode TENG, and multi-classification SVM for 7 gaits
identification.[110] Copyright 2021, Elsevier. c) The schematic of BTUSE, and the electrical signal and radar chart of user identifications.[112] Copyright
2021, Wiley-VCH.

amplitude, mean, standard deviation, and number of TENG.
In the training process, the multi-classification SVM classifier
adopts one-to-many strategy to classify gaits. Seven gaits (walk-
ing on flat roads, walking down slopes, running, etc.) can be
classified with a good accuracy of 92.18% (Figure 5b). Tong et al.
studied a wearable 3D-printed triboelectric device that generates
different TENG output signals through membrane deformation
caused by the user’s face movement.[111] They train various ML
models to classify words spoken silently. Among them, the linear
discriminant analysis model has the lowest accuracy in word clas-

sification (74.8%). The classification accuracy of the SVM (98.4%)
and KNN (98.1%) models is relatively high, while the Gaussian
SVM model has the highest recognition accuracy of 99.2%.

The accuracy of SVM will decline when the sample data is
large. Besides, SVM space consumption is chiefly used for stor-
age of training samples and kernel matrixes. As the TENG output
data is too large, the training data set will be particularly large, re-
sulting in a long SVM training time. In this case, the dimension
reduction method, such as PCA and t-Stochastic Neighbor Em-
bedding (t-SNE), can be selected to perform feature selection and
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filter out the feature subset that has a great impact on the classi-
fication problem. It can effectively reduce the feature dimension
and sample data size. Zhou et al. report a bionic TENG-based
ultra-sensitive self-powered electromechanical (BTUSE) sensor
for real-time human-computer interaction (HMI).[112] The sys-
tem extracts the signal features through denoising and peak de-
tection techniques, then uses PCA to extract the main features
and remove the redundant information. Then, two classes of
SVM classifiers are applied to construct the user profile database
of main features. Figure 5c shows that the BTUSE sensor per-
forms well in protecting user privacy and hands-free typing com-
munication systems (96.3%). Ji et al. constructed TENG-based
writing plates to obtain the original signal of the letters.[113] Due
to the high dimensionality of the data, they used t-SNE to reduce
the size of the data from 20 to 7 dimensions. The feature vec-
tor extracted is only relevant to the time series of signal patterns,
thus avoiding the influence of different forces and frequencies
on letter recognition. The results show that the Medium Gaus-
sian SVM has the highest recognition accuracy (93.5%).

4.4. Deep Learning Algorithms

Deep learning is a branch of ML using deep neural networks to
build more complex models, which have a deeper understanding
of data. In the case of providing enough data, deep learning algo-
rithms, compared with traditional ML algorithms, directly trans-
fer data to the network without feature engineering, which greatly
reduces the complexity of the process with strong adaptability.

In addition, deep learning is based on neural network struc-
ture, owning strong nonlinear fitting ability, which can map any
complex nonlinear relationship. It has strong robustness, power-
ful self-learning, and memory ability. In general, deep learning
neural network models are divided into supervised learning and
unsupervised learning. The common models in supervised learn-
ing are Artificial Neural Network (ANN), Convolutional Neural
Network (CNN), and Recurrent Neural Network (RNN), while
in unsupervised learning are Generative Adversarial Network
(GAN) and Deep Belief Network (DBN).

ANN, CNN, and RNN are common supervised learning neural
networks. Among them, ANN contains input layer, hidden layer,
and output layer, and only carries out forward processing on in-
put, which is also known as feedforward neural network. Each
layer of ANN tries to learn some weights, which has high classi-
fication accuracy, strong robustness to noise, and strong parallel
processing ability. Zhou et al. developed a vector triboelectric sen-
sor for detecting the vibration and rotation states of devices.[114]

Based on the signal magnitude and phase characteristics gener-
ated by hybrid triboelectric sensor, they used a double-layer neu-
ral network to identify the vibration frequency (96.5%) and direc-
tion (95.5%) of the device, surpassing Logistic Regression and
Linear Regression, as shown in Figure 6a.

Xiao et al. fabricated a hybrid electronic skin containing a flex-
ible pressure sensor and TENG that perform highly sensitive ex-
ploration of both static and dynamic pressures.[115] They induct a
high-speed Field Programmable Gate Array (FPGA) data collec-
tor and a multi-layer perceptron (MLP) model to form a material
perception system, achieving real-time perception of materials
with unclear forms and smooth surfaces. The generated signals

are collected and fed into the trained MLP model, which can sep-
arately identify the type of material and its position on the board.
The system can identify 12 kinds of materials’ indistinguishable
surface with an accuracy of 98.9% (Figure 6b). Zhang et al. con-
structed a TENG sensor with TPU-coated polyester, Si rubber,
and conductive Ni fabric, and combined it with an ANN predic-
tion model to achieve gait analysis.[116] The hardware circuit com-
posed of Analog-to-Digital Converter and Microcontroller Unit is
used to collect and process the sensor output voltage, FFT is used
to eradicate the information of the time domain. Afterward, the
samples are directly imported into the ANN for training. To en-
hance robustness, they insert the Dropout and Batch Normaliza-
tion layers into the first Fully Connected Layer (FCL), with the
last FCL outputting the predictions. The results show that the ac-
curacy of gait recognition is 98.4%. Yao et al. fabricated a sound-
driven TENG sensor composed of Fluorinated Ethylene Propy-
lene (FEP) and conductive fabric.[117] They use MFCC to extract
the one-dimensional voltage signal characteristics of the TENG.
Here, DNN is used to identify different people’s voices. Each hid-
den layer has 512 neurons, an activation function Rectified Linear
Unit (ReLU) for avoiding gradient disappearance problems, and
a Dropout function for preventing overfitting. In addition, Adam
optimizer is selected to sparse gradients. Figure 6c shows that af-
ter the model training, the recognition accuracy of new voice data
reaches up to 99%.

In addition to using DNN in different applications, researchers
also use it to predict and optimize the performance of TENG it-
self. Jiang et al. used DNN innovatively to predict TENG perfor-
mance under diverse structures and conditions.[118] The width
of the grating, the outer radius of the disk, and the rotation rate
generate suitable data sets for DNN, consisting of an input layer,
three hidden layers, and an output layer (Figure 6d). After using
SGD algorithm, the final loss value of DNN model can be reduced
to 0.0435. The predicted output power of TENG is in alignment
with the experimental value, which will be of great help in de-
signing experiments.

ANN is easy to implement and understand, and can effectively
handle nonlinear data. However, ANN typically employs a fully
connected structure, where each neuron is linked to each neuron
in previous layers, resulting in a large number of parameters and
computations, making training and reasoning more time con-
suming. Besides, there are too many parameters of ANN as the
amount of signal data output by TENG is small, which is prone
to overfitting problems.

CNN use convolutional layers to capture local features of input
data, and parameter sharing allows the network to learn common
features, reducing model complexity and training time. Mean-
while, it achieves spatial invariance through the pooling layer, and
the network can still correctly identify the input even if there is
deformation.

Therefore, compared with ANN, CNN has fewer parameters,
faster calculation speed, and better performance on data with spa-
tial structure and large-scale data sets. Li et al. combined the tri-
boelectric sensing unit with the electromagnetic sensor to cre-
ate the hybrid tactile sensor for object detection.[119] They use
a one-dimensional CNN (1D-CNN) for dual-mode signal han-
dling and data analysis. The sensor-equipped robot picked 8 fruits
200 times, generating signals that are fed into the 1D-
CNN for identification. The results show that as the training
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Figure 6. TENG applying ANN algorithms: a) The structure of TENG, and the recognition process based on ANN.[114] Copyright 2023, Springer. b)
Schematic and structure of electronic skin, and the recognition accuracy of different materials based on ANN.[115] Copyright 2022, Elsevier. c) The
structure of sound-driven TENG sensor, schematic of ANN, and the recognition accuracy for different people.[117] Copyright 2022, Wiley-VCH. d) TENG
of different structures, ANN structure, and comparison between predicted and measured curves.[118] Copyright 2022, Elsevier.

iterations reach 20 times, the accuracy tends to converge
(94.6875%−99.6875%), and the identification accuracy of differ-
ent fruits reaches up to 98.8% (Figure 7a). Feng et al. sprayed Car-
bon Nanotubes (CNTs) onto polyester textiles and obtained super-
hydrophobic textiles through ethanol etching process, forming
TENG with ECOFLEX for gesture recognition.[120] TENG sensor

is linked to Arduino for data acquisition, and Python is used to
process the acquired data in real time to achieve functions such as
shooting game control through gesture recognition. 1D-CNN has
an input size of 10*200 and an output size of 4. Each gesture takes
up 10 channels to analyze the signals from all fingers, and the
recognition accuracy is 99% (Figure 7b). Zhu et al. constructed a
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Figure 7. TENG applying CNN algorithms: a) The structure of triboelectric-electromagnetic sensor, the process, and accuracy of fruit recognition based
on 1D-CNN.[119] Copyright 2022, Elsevier. (b) Schematic diagram, structure, and working principle of super hydrophobic TENG, 1D-CNN’s gesture
recognition implementation for shooter game control.[120] Copyright 2020, Wiley-VCH. c) Ion mobility analyzer powered by TENG, and the identification
of volatile organic compounds by 1D-CNN.[121] Copyright 2021, Elsevier. d) The schematic diagram and structure of triboelectric linear bearing sensor,
and the classification accuracy of bearing faults.[124] Copyright 2023, Elsevier.

TENG-powered ion mobility analyzer.[121] The four-layer 1D-
CNN is used to identify various volatile organic compounds, such
as acetone, methanol, and ethanol, with the highest identification
accuracy (ethanol) of 70% (Figure 7c).

1D-CNN is commonly utilized for processing sequential data,
such as text, time series, and sound data, while it requires data
to have a certain continuity in the timeline. Therefore, in some
TENG applications, data preprocessing and feature engineering
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will become cumbersome and complicated, leading to a decline
in the recognition effect of 1D-CNN.

2D CNN (2D-CNN) model is mainly used for image classifica-
tion. Compared with 1D CNN, it uses convolution and pooling
to capture spatial features in images, which enables it to learn
more complex feature representations and have better migration
effect. Wei et al. fabricated a triboelectric tactile sensor array.[122]

They convert the signal waveforms generated by the TENG array
into picture format, and use VGG image recognition technology
to identify nine different materials. VGG is one of the symbolic
networks of CNN. It is further revised on the basis of AlexNet
model, and more abstract features can be extracted when dealing
with graphs. The results show that the total accuracy of material
identification reaches 96.62%. Beigh et al. used photo-patternable
Barium titanate (BTO) to construct a piezoelectric-triboelectric
sensor array on a flexible substrate.[123] The mixed output map-
ping of the 6*6 sensor matrix is input into the Adam-optimized
2D-CNN model, and the posterior foot deformity detection is re-
alized with an accuracy of 98.84%. Qin et al. fabricated a tribo-
electric linear bearing sensor (TLBS) based on FEP and interdigi-
tal Cu electrodes for bearing operating condition monitoring.[124]

They also use Continuous Wavelet Transform (CWT) to convert
linear bearing signals into time-frequency graphs, and 116 CWT
graphs are obtained for each signal type. The bands on the CWT
maps of normal signals are complete, while the bands of fault
signals are defective. The time-frequency graphs are directly im-
ported into CNN as feature images, and Batch Normalization and
Dropout are selected for reducing model overfitting. After 100
iterations, the t-SNE visualization proves that the model can ef-
fectively distinguish different data types with 100% accuracy, as
shown in Figure 7d.

CNN shares convolution kernel in the training process and
automatically extracts features, that can efficiently process high-
dimensional data. However, as the network depth is too deep,
Back Propagation will lead to the parameters of the input layer
spread too slow. A great deal of valuable information will be lost,
and the correlation between the local and the whole TENG signal
will be ignored.

Relatively, the output of RNN is correlated with the previous
output, and the network memorizes the previous information
and applies it to the current calculation. The signal generated by
TENG is a waveform that changes over time, and every second
of data is correlated. For instance, in accordance with the posi-
tive and negative gradient of the waveform near the peak, it can
be determined whether the current signal point is in the front
position or the rear position of the peak signal, which helps to
further enhance the prediction ability of the model for the peak
distribution.

By circulating neurons, RNN can process sequences of differ-
ent lengths at different times. Besides, the introduction of Long-
Short Term Memory (LSTM) and Gate Recurrent Unit (GRU)
structure can effectively resolve the gradient disappearance or
gradient explosion problems, capture long-distance dependence,
and improve the recognition accuracy. They are widely used in
semantic recognition, natural language processing, and other
fields. Lu et al. built highly sensitive sensor based on Polyvinyl
Chloride (PVC) and Nylon films to generate signal outputs under
different amplitudes and frequencies by muscle movement.[125]

Expansionary RNN are used to identify different lip movements.

The training sample in the deeper feature space is obtained by
the feature extractor, which is a multi-layer extended RNN for
capturing long-term dependencies in a sequence. The expansion
principle effectively reduces model parameters and significantly
improves the training efficiency. In particular, GRU is selected as
the basic units of RNN, including update gates and reset gates for
capturing dependencies in the sequence. Based on Expansion-
ary RNN, they collect and compare the lip movements of vowels,
words, phrases, and silent speech, and Figure 8a shows that the
identification accuracy reaches up to 94.5% after 20 epochs. Ye et
al. developed a sheath core TENG yarn based on electro-assisted
core spinning technology, which consists of rough dielectric sur-
face and conductive core yarn.[126] The RNN, based on classifi-
cation coding, predicts the type of contact material through the
peak distribution of output voltage.

The integration of CNN with RNN, known as Convolutional-
Recurrent Neural Network (CRNN), has great advantages when
processing sequence data and image data. Among them, RNN is
used to process sequence data and time sequence information,
and CNN is used to process image data and capture spatial fea-
tures. The union of them can effectively take into account the
time dependence and spatial structure of tasks. It fits very well
with the output signal generated by TENG, which can dissect
the amplitude and frequency information of the output signal
over time, and effectively capture the spatial characteristics of the
waveform input in the image format.

Therefore, CRNN has higher precision and accuracy in the pro-
cessing of TENG output signals. It can effectively reduce the over-
fitting and improve the model generalization performance.

It should be noted that the design and adjustment of the CRNN
framework is critical. The structure and hyperparameters of CNN
and RNN need to be carefully balanced in conformity with the
task nature and the data characteristics, so as to adapt to the
processing tasks of TENG output signals in different structures
and applications. Mao et al. used ECOFLEX/polyvinyl alcohol
(PVA)/graphitic carbon nitride (g-C3N4) to fabricate TENG.[127]

They built a CRNN model based on the integration of CNN with
GRU to secern the small differences between the detected output
voltage peaks for identifying four different balls in real time. The
CNN layer excerpts local features, and the GRU captures long-
term dependencies in the data. The reset gate and update gate
help the GRU determine when to send past information to the
future state. Therefore, the model can utilize CNN and GRU to
identify the signal differences among the 4 balls. After 30 epochs
of training, the model accuracy converges to 1. The prediction
result shows that the CNN-GRU model can identify similar, dif-
ferent balls efficaciously, with an average prediction accuracy of
96.8% (Figure 8b). Xu et al. proposed a double-sandwich struc-
ture TENG sensor, which can detect small physiological signals
and be applied to plantar pressure sensing.[128] They implement
a human motion recognition system based on the CNN-GRU
model, which can identify and classify four different motion ac-
tions with an accuracy of up to 99.42%.

Furthermore, Unsupervised deep learning techniques, par-
ticularly GAN and DBN, have demonstrated significant po-
tential in expanding datasets for TENG. GAN can produce
high-quality data through the adversarial process between gen-
erators and discriminators. DBN can extract rich hierarchi-
cal features from unlabeled data, with robust generalization
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Figure 8. TENG applying CNN/RNN/GAN algorithms: a) Concept diagram of PVC-Nylon-based film sensor for lip recognition, and the working process
and accuracy of RNN.[125] Copyright 2022, Springer Nature. b) The schematic diagram of TENG for sphere recognition, and the process of CNN-GRU.[127]

Copyright 2023, Elsevier. (c) Bionic intelligent transportation system with PTFE-rubber flexible TENG sensor, and the network structure and recognition
accuracy of CNN, RNN, and GAN ensemble.[129] Copyright 2022, Elsevier.

capabilities. However, due to the high complexity of training and
slow convergence rates, there is currently a lack of research inte-
grating DBN methodologies with TENG technologies. Compared
to DBN, there has been more research on integrating GAN with
TENG technologies. Zheng et al. further combined CNN, RNN,
and GAN and applied them to TENG-based smart transportation
bionic systems.[129] The flexible TENG sensor based on PTFE-
rubber is installed on the road. The TENG sensor generates sig-
nal transmitted wirelessly to the neural network when vehicles
pass by. They first collected data under four different vehicle loads
and used LSTM in RNN to excerpt and handle the signal features
of ≈2 140 160 pieces of signal data (the accuracy is 89.06%). How-
ever, the number of samples for multi-axle vehicles, compared
with common two-axle vehicles, is very small in the research. The
inspection accuracy is only 80.14% using the ResNet-50 model in
CNN alone. In order to puzzle out the problem, they build a GAN-

CNN deep model, and first used the generator and discriminator
of GAN to perform data enhancement operations to generate a
more balanced data set. Afterward, ResNet-50 is used to sort the
data. The WGAN-GP-enhanced balanced data set is input into
the ResNet-50 model. The results show that the combined net-
work of WGAN-GP and ResNet-50 has better discrimination abil-
ity for two-axle vehicles or multi-axle vehicles, reaching 87.31%
and 84.02%, respectively (Figure 8c).

5. Applications of TENG in Different Scenarios

5.1. Application of TENG in Health Care and Monitoring

Human beings never stop the pursuit of more excellent ways
to improve health, but now sub-health is becoming increasingly
prevalent in the society, and the aging population also poses great
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challenges to the medical and social welfare systems. Real-time
monitoring of health and behavior, which can help prevent, diag-
nose, and treat a wide range of diseases, is receiving increasing
attention. TENG has great potential for health and behavior mon-
itoring owing to its high energy conversion productivity, light
weight, high flexibility and good biocompatibility.

Ji et al. combined TENG and ML to develop a cardiac pharma-
cological evaluation platform. PDMS and Cu cores (3 μm gap)
are used as triboelectric materials to form CPM-TENG for sens-
ing the activity of cardiomyocytes.[130] When the cardiomyocyte is
subjected to different drugs, its cyclic contraction and relaxation
are different, so the electrical signals generated by CPM-TENG
are different. Five features are extracted from signals, and after
dimension reduction by t-SNE, SVM is used to identify and clas-
sify 10 drugs with an average accuracy of 98.5%, which proved
the feasibility of TENG for pharmacological evaluation in vitro.
Zhang et al. demonstrated an AI toilet consisting of 10 textile-
based triboelectric sensors mounted on the toilet seat.[131] Based
on the pressure distribution to obtain biometric information, the
deep learning algorithm can correctly recognize 6 users (90%).
Meanwhile, the system integrates the camera sensor to analyze
the urine for monitoring the user’s health status, as shown in
Figure 9a.

In order to enhance the compliance and biocompatibility of
TENG in human body and avoid skin trouble and allergy, Kim
et al. fabricated a stretchable and self-healable catechol chitosan-
diatom hydrogel for monitoring the health status of Parkinson
patients.[105] SVM is used to judge the tremor degree (normal,
mild, severe) according to magnitude and frequency of TENG
signals, and the recognition accuracy can reach up to 100%.

An et al. integrated flexible Si rubber TENG onto a neck
ring to generate voltage signals with different characteristics
through different neck movements, representing different mo-
tion states.[132] They identified 11 types of neck movements based
on CNN, including eight bending directions, one stationary state,
and two twisting directions, with an identification accuracy of
92.63%, effectively realizing neck monitoring and rehabilitation
assistance. Babu et al. built a nylon-based wearable sensor in
combination with ML to classify/predict different hand postures,
helping in the early assessment of neurological disorders, such
as Parkinson’s disease, multiple sclerosis, and other neurologi-
cal disorders.[133] The classification and prediction accuracy are
as high as 98%. Tong et al. fabricated a 3D-printed elastic metal
core TENG fiber based on Si–Cu for monitoring organ edema
and recognizing speech.[111] The 3D-printed mesh TENG fiber
membrane on the kidney surface demonstrated its ability to de-
tect edema during organ preservation in vitro. Besides, TENG
fiber film is integrated into the surgical mask to identify mouth
shapes through the electrical output generated by facial move-
ments. The word classification accuracy of Gaussian SVM model
is the highest, reaching 99.2%. Ye et al. provided a dual model
temperature adjustment effect for the body and its environment
(T-TENG).[134] The cooling material composed of Polyacryloni-
trile/Barium Titanate (PAN/BT) and the heating material com-
posed of Polyacrylonitrile/Carbon Black (PAN/CB) are fabricated,
which actively realize the local monitoring and control of human
body temperature. In addition, Morse code recognition in hu-
man motion is realized based on T-TENG, as shown in Figure 9b.
Four algorithms are selected to investigate the identification ac-

curacy of TENG signals. The recognition rates of DT, Extra Trees,
RF, and SVM are 96%, 97%, 100%, and 100%, respectively. Zhu
et al. also used 3D printing technology as the gait monitoring
device to reflect the health condition during walking.[135] ANN
and fast FFT are used to identify characteristic peaks in the out-
put signal of TENG, where frequencies can be precisely trans-
formed to recognize people. The peak search algorithm is uti-
lized to detect the extreme point exceeding the threshold as the
induction signal. Figure 9c shows that the trained ANN model
is successfully used for gait recognition, weight monitoring, and
robot sensing. Yun et al. fabricated an M-TENG applied to detect
head posture and snoring.[104] Through unsupervised learning K-
means clustering, sleep stages are classified according to the out-
put signals (87.17%), which is of great use for monitoring sleep
stages and helping to improve sleep disorders (Figure 9d). Li et
al. used Kapton as the frame to support PTFE with Cu-attached
backs to form a 6-layer parallel structure TENG, which was em-
bedded into an intelligent carpet for gait identification.[136] Resid-
ual Dense-BiLSTM is used for multi-channel gait recognition,
and the system can effectively detect a variety of human activities
(98.0%) and distinguish the walking patterns of different individ-
uals (97.0%).

5.2. Applications of TENG in Fault Detection

While paying attention to people’s own health, the impacts of
environment on human health are also important, and environ-
mental problems are becoming increasingly important. In order
to better solve the problems, the monitoring of the environment,
such as water quality monitoring, air detection, and soil monitor-
ing, is infinitely significant, which can help us accurately grasp
the ecological environment changes and various indicators.

To address the problem of suspended sediment affecting wa-
ter quality, Yang et al. fabricated droplet-driven TENG to real-
ize sediment monitoring.[137] The main peak of TENG output is
generated by contact between liquid and PTFE, and the irregu-
lar small peak is generated by contact between sand and elec-
trode. They successfully identified particle size and mass scores
based on CNN. For different particle sizes of sand, the recogni-
tion accuracy is more than 99%. The accuracy of particle concen-
tration identification is relatively low, but still reaches 86.87%.
Yu et al. further developed a dual objective recognition model to
achieve recognition of particle type and concentration.[138] The
TENG output signal is first used for particle type identification,
and then the concentration recognition model is invoked to rec-
ognize the corresponding particle mass fraction. Finally, the ac-
curate identification results of particle type and mass fraction are
displayed. The identification accuracy of different particle types
is more than 90% (Figure 10a). Zhang et al. fabricated P-type sil-
icon triboelectric layer liquid-solid TENG.[107] On the basis of the
different conductivity and wettability of the liquid, the short cir-
cuit current of TENG in response to liquids are different. SVM
is used to identify liquids. The identification accuracy of tap wa-
ter and NaOH liquids is 95.0%, and the classification accuracy of
other liquids is more than 90.0% (Figure 10b).

In addition to the detection of liquid leaks, gas-based moni-
toring is also being studied. Zhu et al. fabricated triboelectric
textile based on inkjet printing technology to power graphene
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Figure 9. TENG-ML applications in healthcare: a) Schematic diagram and signal characteristics of intelligent toilet TENG, and user identification by
CNN.[131] Copyright 2021, Elsevier. b) Concept diagram, structure, and signal characteristics of temperature management TENG.[134] Copyright 2022,
Elsevier. c) Schematic diagram and structure of gait sensor, and ANN-FFT to achieve different user gait health.[135] Copyright 2022, MDPI. d) Structure
of the breathing mask, and the signal output in different breathing states.[104] Copyright 2022, MDPI.
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Figure 10. TENG-ML applications in fault detection: a) Principle and signal diagram of liquid monitoring sensor, and the detection accuracy of ResNet18
for different liquid leakage.[138] Copyright 2022, Elsevier. b) Schematic diagram, working principle, and signal output under different liquids of the liquid
leak detection TENG.[107] Copyright 2019, Elsevier. c) The structure, working principle, and signal feature map of the bearing detection TENG sensor.[99]

Copyright 2022, Elsevier.

gas sensors, combining with ML algorithms to monitor H2 con-
tent in the air.[139] As the concentration of H2 increases or de-
creases, the structure of the atoms in graphene/Pd changes
during the adsorption/desorption of H, resulting in a change
in current. PCA is used to visualize the raw data, and the
concentration of each H2 is decoupled into data points in
two/three-dimensional space. Thus, the two-dimensional clus-
tering method based on PCA uses cluster points to identify dif-
ferent H2 concentrations effectively. Hasan et al. used the tran-
sient high voltage output (kV) of multilayer TENG to obtain

plasma discharges of various gas molecules.[140] By configur-
ing additional collector plates, the transient properties of dif-
ferent gas molecules are successfully collected, which are at-
tributed to their differences in ionic mobility. They use a shal-
low neural network to classify 4 different gases with high clas-
sification accuracy under mixed conditions, which can be ef-
fectively used for gas leak detection. Zhu et al. used TENG
to power the ion mobility analyzer and combined ML for the
detection of various volatile compounds such as methanol,
ethanol, and acetone.[121] Based on the unique characteristics

Adv. Mater. Technol. 2024, 2400554 © 2024 Wiley-VCH GmbH2400554 (17 of 29)

 2365709x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

t.202400554 by C
as-B

eijing Institution O
f, W

iley O
nline L

ibrary on [08/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advmattechnol.de


www.advancedsciencenews.com www.advmattechnol.de

of ion discharge patterns, such as peak number, frequency, and
amplitude, different volatile compounds can be effectively iden-
tified.

In addition to monitoring the environment, the detection of in-
telligent devices is equally important. With the progress of tech-
nology, the structure of equipment is becoming more complex,
and the automation degree is becoming higher. However, the
equipment may have various failures and lose the intended func-
tion, causing economic losses, casualties and environmental pol-
lution.

Therefore, fault detection is paid more and more attention.
Han et al. glued flexible interdigital electrodes to the outer ring of
a rolling bearing to form a rolling-type free-standing mode TENG
for self-powered fault diagnosis of rolling bearing,[99] as shown
in Figure 10c. When the fault occurs at different positions of the
rolling bearing, the current spectrum of output signal is differ-
ent. Therefore, SVM, DT, RF, Adaboost, and CNN are applied
to classify bearing faults. The results show that the precision of
five algorithms is above 92.0%. Among them, the accuracy of
CNN algorithm can reach 99.38%. The team further proposed a
pre-bent membrane-based TENG for fault diagnosis in rotating
machinery.[141] After analyzing the characteristics of TENG out-
put current, CNN model is constructed to sort bearing faults and
mixed gear bearing faults. The accuracy of classification is also
more than 92.0%.

Moreover, TENG itself is an excellent sensing device. In or-
der to provide a stable working environment for TENG, most
TENGs are designed with sealed structures that isolate them
from the external environment, making it impossible to directly
monitor their operating conditions. Shen et al. built a lightweight
ANN, which shows low complexity and high sensitivity to sig-
nal waveforms, for interface defect detection and recognition of
TENG.[142] The model successfully identifies 6 types of defects,
with a high accuracy of 93.6%, which provides a new strategy for
the fault detection and intelligent application of TENG.

5.3. Applications of TENG in Human–Computer Interaction

HMI is the bridge between humans and machines, playing a key
role in achieving efficient coordination between humans and the
digital virtual world. Traditional HMI, such as keyboard, joystick,
and touch screen, can meet the needs of most scenarios,[143–145]

while limited by power supply, complex structure, etc. TENG, as
the self-powered sensor, has the advantages of low cost, simple
structure, and wide selection of materials. It has been widely used
for HMI functions, such as keyboards and touchpads.[146–148]

However, it is far-fetched to characterize the signal diversity only
through a single voltage output of TENG, and the complexity in
the structure and electrode design will add additional power con-
sumption and affect user convenience. Contrarily, crosstalk often
exists in multi-channel sensing. Therefore, it is necessary to solve
these problems for achieving accurate and real-time multimodal
HMI.

The finger-motion-based HMI has high precision and multi-
degree of freedom control that can recognize signals and map
them to different commands. Yang et al. designed TENG based
on PDMS and silicone rubber, and combined it with wireless
customized Printed Circuit Board (PCB) to construct the glove

system.[109] Three TENGs convert finger bends into digital sig-
nals, corresponding to three digits in accordance with the am-
plitude of the signal valley. Multi-classification SVM is used to
construct the user portrait and identify them according to the
characteristics of input data, with a verification accuracy of 93.1%
(Figure 11a).

Ge et al. proposed a flexible microfluidic triboelectric
sensor.[149] The bending of the finger squeezes the fluid chamber
and the liquid enters the microfluidic channel. Each 10° bend of
the finger adds a crest to the output waveform. They use CNN
to identify the data of different wave peaks and then identify the
corresponding gestures with 99.2% accuracy.

Zheng et al. presented a new flexible TENG sensor consist-
ing of elastic bandage, silica gel, and carbon nanotubes.[150] The
sensor has good stretchability (502%), which can be attached to
the toe extensor muscle of the forearm to collect the gesture sig-
nals. LSTM is used for gesture recognition, and the accuracy
of three-finger grip, four-finger grip, and one-index finger ex-
tension is 98.3%, 100%, and 96.7%, respectively (Figure 11b).
Wen et al. assembled CNT/TPE into textiles to produce a super-
hydrophobic textile TENG with higher moisture resistance.[151]

CNN is used to recognize sign language words, maintaining
high recognition accuracy even in high-humidity environments.
Zhang et al. designed a microdome high sensitivity TENG based
on CaCl2/PVA/keratin and ECOFLEX, which can effectively rec-
ognize finger bending, gesture, and object shape based on SVM,
transformer, and Res-Net.[69] Syu et al. used the near-field electro-
spinning process to fabricate the PCB-piezoelectric sensor and a
Cu-triboelectric sensor, constructing bionic hybrid self-powered
sensor.[152] LSTM is used in the context of gesture identifica-
tion and effectively distinguishes five human actions satisfac-
torily (82.3%). Yang et al. fabricated a triboelectric-piezoelectric
sensor made of PVDF electrospun nanofiber and mesh piezo-
electric film for gesture recognition and switch control.[153] They
use CNN to recognize gestures directly and Adam optimizer to
avoid gradient redundancy. The accuracy of gesture recognition
can reach 94.16%.

In addition to gesture recognition, a handwritten signature is
also one of the important biometric personal behavior charac-
teristics, occupying a special position in biometrics. It is widely
used to verify personal identity and enhance security and pri-
vacy. Online signature can collect the speed, acceleration, incli-
nation, and writing force of notes, but it is not easy to use and
has high cost. Offline signatures are easy to access but have low
accuracy. Therefore, there are still some problems to be solved
in handwritten signature verification. The surface texture tech-
nique can effectively improve the output characteristics and sen-
sor sensitivity,[154–156] while ML can effectively extract and ana-
lyze the features of handwritten signals, which makes TENG-ML
show great potential, as an intelligent self-powered writing pad,
in recording handwritten signals.

Inspired by bischofia polycarpa, Zhang et al. molded the same
micro/nanostructure on PDMS to form a TENG writing pad with
Cu electrodes.[157] The TENG-based handwriting pad records
continuous handwriting signals, which embody key characteris-
tics of different people’s handwriting habits, including position,
speed, and acceleration. They use wavelet packet decomposition
to process handwritten signals and extract the energy features
of sub-bands, and the dimensionality of the dataset is decreased
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Figure 11. TENG-ML applications in HMI: a) The structure and working principle of BA-TENG, and the gesture recognition accuracy.[109] Copyright 2021,
Elsevier. b) The schematic diagram and structure of BMS-TENG, and the process and accuracy of gesture recognition.[150] Copyright 2023, Elsevier. c)
Structure and recognition accuracy of leaf-inspired TENG handwriting tablet.[157] Copyright 2020, Elsevier. d) The production process, structure, and
object of symmetrical-array-electrode TENG, and the recognition accuracy of handwritten letters based on KNN algorithm.[159] Copyright 2021, Elsevier.

Adv. Mater. Technol. 2024, 2400554 © 2024 Wiley-VCH GmbH2400554 (19 of 29)

 2365709x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

t.202400554 by C
as-B

eijing Institution O
f, W

iley O
nline L

ibrary on [08/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advmattechnol.de


www.advancedsciencenews.com www.advmattechnol.de

by PCA method. SVM and DT are used to recognize handwrit-
ten notes. Figure 10c shows that the classification accuracy of
English words is the highest, exceeding 99%, while the Chinese
characters are 91.36%, indicating that this method can effectively
recognize handwriting written by different people. Ji et al. com-
bined PDMS with braided copper mesh to fabricate highly sen-
sitive flexible TENG for handwriting signal recognition.[113] They
collect the handwriting signals of 26 letters to establish a finger-
print database of letters, and carry out feature recognition with
Medium Gaussian SVM, with an accuracy of 93.5%. Lu et al. used
digital infrared laser direct writing technology to fabricate in-
terfinger electrodes, creating fingerprint-like microstructure on
the packaging PDMS.[158] ML is used to recognize the signal dif-
ferences of fingers sliding in 4 different directions on the sur-
face of the device, achieving handwriting recognition to recog-
nize character. Furthermore, they use a 1D-CNN model to auto-
matically learn and classify 10 Braille digits after data collection,
achieving a classification accuracy of 96.12%. Guo et al. designed
a horizontal and vertical symmetrical array electrode structure
with 25-pixel recognition capability, combining TENG and KNN
to realize the classification of handwritten characters.[159] The
object will pass through multiple electrode nodes when sliding
on the TENG, and the trajectory of finger movement can be in-
ferred by the number and order of signal peaks on the electrode.
Therefore, the device can be used to recognize handwritten En-
glish letters, and each letter trace can produce a special triboelec-
tric signal sequence (Figure 11d). They use PCA-KNN to label
the handwriting triboelectric signals of different people after di-
mensionality reduction. English letters and user identities can be
recognized simultaneously since different people have different
writing habits. Yang et al. developed a TENG-based touchpad sys-
tem by two channels to achieve signal recognition for 18 sliding
modes.[160] 1D-CNN is optimized to recognize handwritten digi-
tal signals collected by a touchpad with 99.0% accuracy.

Touch is one of the most significant ways to comprehend sur-
roundings. Meanwhile, tactile sensing plays a key role in smart
sensing and control. Xing et al. proposed a double-shielded tri-
boelectric tactile sensor with patterned flower-shaped holes for
surface texture detection.[161] The measured object surface can
generate signal output by rubbing the flower-shaped hole with
the triboelectric layer. CNN is used to identify the surface tex-
ture of seven types of objects, and the recognition accuracy is up
to 96.03%. Chun et al. fabricated a self-powered flexible neuro-
tactile sensor to detect pressure distribution, and the TENG lay-
ered on the array to detect high-frequency vibrations.[162] By intro-
ducing micro-line patterns to simulate the functional properties
of fingerprints, The device is able to classify 12 kinds of fabrics
with complex patterns, and the recognition accuracy is 99.1%.
Wei et al. used eggshell membrane and penetration method to
construct a hybrid electronic skin with TENG and piezoresistive
sensor in series to effectively perceive static and dynamic tactile
information.[115] They innovatively import high-speed data col-
lectors based on FPGA and multi-layer perceptron neural net-
works. Material properties are recognized in real time when
touching smooth surface objects, demonstrating an exceptional
ability to surpass human skin perception. Hou et al. fabricated a
TENG-based embedded touch sensing system for real-time sur-
face recognition for space robots.[163] The recognition surface can
be divided into two categories, one is the space surface simulation

material, such as Polyimide (PI) coating, and the other is the daily
contact surface, such as sponge cushion. By dividing the recog-
nition surface into several DT algorithms, all surfaces can be rec-
ognized with high precision. Wei et al. developed a smart sens-
ing system using triboelectric triple tactile sensor array (TTS) to
obtain properties belonging to each unknown material.[122] The
TTS array consists of individual sensing units that respond in
different order and peaks when exposed to different materials
(Figure 12a). they developed a material recognition system utiliz-
ing images to extract feature points based on VGG model. TTS
is integrated on the robotic arm for touch operation in the open
environment, and the signals form a complete image that is fed
into the VGG model, enabling accurate and real-time material
recognition (96.62%).

In addition to simple tactile sensing and object recognition,
TENG-ML can also be applied to digital twins, VR, and AR at a
higher level to achieve deeper integration and application with
artificial intelligence. Sun et al. fabricated low-cost triboelectric
intelligent socks based on nitrile film, patterned silicone rub-
ber film, and conductive textiles.[164] They use the smart sock
as a controller for VR games. User moving will lead the sock
to generate triboelectric signals, and then the entire spectrum
data is wirelessly transmitted to the terminal. According to the
received spectrum, CNN is selected to identify corresponding ac-
tions of the signals, and then the corresponding motion com-
mand is sent to Unity. In the demonstrated VR fitness game,
the trained 1D-CNN can recognize human activities, including
jumping, running, sliding, jumping, and walking, with a high
accuracy of 96.7%. Unity can receive the recognized motion com-
mands and convert them into virtual characters’ motion. Zhu et
al. proposed an ML-enhanced TENG for motion detection and
virtual reality.[165] They use the CVD process to coat Cu electrode
on patterned PTFE, and identify the vertical slide, L-shaped slide,
Z-shaped slide on the PTFE through ML. It is found that PCA-K-
means shows clearer clustering and visualization (99.13%) com-
pared to t-SNE-K-means (97.10%). Characters in the virtual game
can be controlled for specific movements by sliding vertically, L-
shaped, and Z-shaped on the TENG.

Zhu et al. used 3D printing technology to fabricate TENG
consisting of PTFE, Nylon for gait monitoring applications in
virtual games.[135] The peak search algorithm is selected to de-
tect the extreme point exceeding threshold. One sensing sig-
nal represents one action control in the virtual game. There-
fore, as the human body takes a step, the character in the game
takes a corresponding action. Jin et al. fabricated a TENG sen-
sor, which is composed of a patterned electrode tactile sensor
(T-TENG) and a geared structure length sensor (L-TENG) to en-
hance the smart application of soft manipulator.[166] L-TENG is
used to control the bending motion of the robot finger, and
T-TENG is used to change the bending direction. They com-
bine TENG with SVM algorithm, and directly use the original
voltage data in the 6-channel time domain as the sample char-
acteristics, including contact force, speed, contact position, etc.
Multi-classification SVM is used to classify the captured objects,
and Figure 12b shows that the total recognition accuracy of the
trained model reaches 97.1%. The manipulator system is applied
to unmanned warehouses, which can achieve real-time monitor-
ing and automatic sorting without the help of cameras. The iden-
tification results in real space can be projected into virtual space
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Figure 12. The multi-scenario application of TENG based on different algorithms: a) Schematic diagram, working principle, and recognition accu-
racy of material recognition sensor.[122] Copyright 2022, Wiley-VCH. b) Schematic diagram, principle, and recognition accuracy of TENG-based smart
gripper.[166] Copyright 2020, Springer Nature. c) The structure, working principle, signal feature, and recognition accuracy of TENG-based smart gripper
with sensing temperature.[167] Copyright 2021, Wiley-VCH.

in real time, demonstrating its potential in digital twin applica-
tions.

Furthermore, Sun et al. added a PVDF sensor to detect the
temperature of the captured object on the basis of the above
research.[167] Three-layer 1D-CNNs are constructed for feature ex-
traction and automatic identification, and the accuracy of 28 ob-

jects with different shapes can reach 97.14% (Figure 12c). As the
PVDF temperature detection channel is introduced, the recog-
nition accuracy can reach almost 100%. The virtual store is suc-
cessfully realized based on the improvement of the soft manip-
ulator. The AIoT platform can synchronize the virtual operation
of the user in the VR space and the execution of the robot arm in
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the real space, and provide accurate product feedback informa-
tion through the high object identification precision of the robot
hand, providing a more immersive online shopping experience.

In the future, the integration of TENG and ML will bring a
more advanced environment for humans. By optimizing TENG
to have more excellent characteristics, such as low cost, highly
sensitive, ultra-stable and durable, and selecting the appropriate
ML algorithm, a new era of artificial intelligence IoT will be built
for every field.

6. Summary and Perspective

TENG has a diverse structure and stable output, while ML algo-
rithm has strong data processing ability. The development of in-
telligent sensing systems based on TENG and ML has played a
key role in driving the new era of IoT. Firstly, the combination of
TENG and Bayes, RF, SVM, CNN, and RNN algorithms is intro-
duced from the perspective of algorithm, which provides a ref-
erence for TENG to choose the appropriate algorithm in differ-
ent situations. In addition, we present the application research
status of TENG integrated with ML in the fields of health moni-
toring, fault detection, and HMI. The intelligent system built by
ML-assisted TENG provides a more spacious direction and plat-
form for the innovation of IoT technology, especially the part in-
tersecting with artificial intelligence.

However, despite the increasing maturity of TENG and ML
technology, there are still challenges that need to be solved in
practice, which included the TENG, ML, and their integration:

1) It is difficult for TENG to recognize disorder stimuli, and the
generated signals are susceptible to noise. Besides, there are
still challenges in the bio-friendliness, corrosion resistance,
and environmental harmfulness of the TENG. It is also dif-
ficult for TENG sensor to accurately perceive environmental
parameters such as temperature, light, and humidity. In or-
der to solve these problems, the TENG needs to be further
optimized from the following aspects in the future.

i) Material modification (physical or chemical modifica-
tion), device design, environmental control, charge injec-
tion mechanism, and other methods can be used to im-
prove the sensitivity and signal-to-noise ratio of TENG
sensor. The physical modification mainly includes nanos-
tructure, electrospinning, and nanoparticle filling, etc.
The output performance is improved by increasing the
surface contact area and dielectric constant of the tribo-
electric material. The chemical modification mainly in-
cludes surface functionalization, ion implantation, and
chemical doping, which modifies the molecular charac-
teristics of the material to improve the output perfor-
mance. In addition, auxiliary techniques such as charge
pump and power management can also effectively im-
prove the signal-to-noise ratio and sensitivity of the
TENG. In the future, the above methods can be used as
the new strategy to improve the sensing of TENG effec-
tively.

ii) Excellent packaging technologies can also be used to en-
capsulate the TENG sensor, so as to enhance the sta-
bility of TENG sensor and reduce the implication of
noise. In addition, the non-contact structure can effec-

tively avoid heat loss and abrasion in friction, which
greatly enhances the durability of TENG sensors. Meth-
ods to make full use of the non-contact structure and im-
prove performance will be one of the major opportunities
and challenges for the evolution of TENG sensors in the
future.

iii) It is necessary to choose appropriate materials, such
as PDMS, FEP, and ECOFLEX, that consider flexibil-
ity, durability, and bio-friendliness. Temperature- and
humidity-sensitive materials can also be selected into
TENG to make the sensor temperature/humidity sensi-
tive. Apart from commonly used polymers, there are nu-
merous materials exhibiting excellent performance that
can serve as valuable references for future material se-
lection. Materials, such as biopolymer cellulose and chi-
tosan, are not only environmentally friendly and recy-
clable, but also easy to be modified, thereby improving the
signal-to-noise ratio and sensitivity of TENG sensor. In
addition, inorganic materials are more resistant to tem-
perature, humidity, and high pressure than polymers,
such as graphene and other materials, providing new
ideas for improving the stability of TENG. Finally, com-
posite materials can combine the advantages of polymer
and inorganic materials, such as MOFs,[168] taking into
account the functional properties and mechanical proper-
ties of the component materials, which have excellent po-
tential and will be a reliable choice of materials for TENG
in the future.

2) ML is difficult to recognize amounts of features within a sin-
gle time, and there are limitations to its mobility. It is difficult
for ML to make the best decision when the application sce-
nario changes dramatically. In addition, ML may have com-
putational errors, data processing mismatches, time consum-
ing, and overfitting problems. To solve related problems of ML
with the application, future development should focus on the
following aspects:

i) First, for problems of excessive data computation and pro-
cessing mismatch in ML, Batch Normalization can be
used to amend the data set to meet the needs of TENG
sensors for massive data processing. Besides, PCA can be
used to map the original data to the new coordinate sys-
tem, and find principal components in the data to reduce
model complexity and avoid overfitting.[169] Meanwhile, t-
SNE is the nonlinear dimensionality reduction algorithm
that can calculate the similarity between data points in
high-dimensional space and convert them into a proba-
bility distribution in low-dimensional spaces.[170] In ad-
dition, deep learning is a cutting-edge approach in ML,
capable of learning more abstract, higher-level features
and dealing with more complex problems. Therefore, op-
timizing the performance of deep learning algorithms in
small sample models will be the future evolution trend of
TENG sensors with the solving algorithm. Besides, deep
learning is the advanced method in ML, which can effec-
tively extract higher-level features and handle more com-
plex problems. Therefore, optimizing their performance
in small sample models will be the future development
trend for the combination of TENG sensors and algo-
rithms.
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ii) In addition, in view of the problem of overfitting, meth-
ods such as random cropping and translation flipping can
be used to expand the dataset, and Dropout and L1/L2 reg-
ularization can be selected to the algorithm model to pre-
vent the weight of some nodes from being too large and
reduce the occurrence of over-fitting. In addition, design-
ing a more specific algorithm structure and selecting bet-
ter activation functions and optimizers also are important
research directions.

iii) Finally, aiming at the high cost of manual labeling of
TENG output signals and the difficulty of data set con-
struction, unsupervised learning, which is a learning
method to learn the patterns in the original data with-
out the help of labels, provides a new idea for solving this
problem. Therefore, developing the novel unsupervised
learning algorithm to fully extract and apply the features
of TENG signals without adding manual annotation will
become a major research content in the future.

3) The signals generated by TENG are one-dimensional signals
that change with time series, and have fewer features than
multidimensional data, thus affecting the recognition and
judgment function. Meanwhile, in the process of recognition
from the output of TENG to ML, there are multiple modules
working together, including all kinds of circuits, such as rec-
tifier current, buck circuit, etc., which makes the system too
complicated and bloated, limiting its flexibility. In addition,
the process of the system cannot really realize the concept
of “real-time”, it takes a long time from the data collection
to identification, limiting the real large-scale commercial use.
Cross-disciplinary research will be conducted in the following
directions.

i) In order to solve the feature extraction problems, TENG-
ML should further emphasize the all-round acquisition
of signal characteristics in the future. The signal from
TENG can be used as the image format, one-dimensional
sequence signal can be converted into two-dimensional
image data, and more details in TENG signal can be ex-
tracted by using CNN and other algorithms.

ii) Ensemble algorithms will become the future develop-
ment trend, such as the combination of CNN and RNN.
GRU units belonging to RNN algorithm can be applied to
the CNN model, which not only extracted TENG signals
as two-dimensional features of the image, but also com-
bined the features under one-dimensional time series to
further improve the recognition ability and accuracy of
ML for TENG signals.

iii) In view of the low integration degree problem, the over-
all process framework can be considered optimized. The
improvement of TENG’s own characteristic and ML al-
gorithm recognition ability can simplify the intermedi-
ate circuit processing module, which will be one of the
alternative innovation directions in the future. Besides,
chip technology has made rapid progress, which is ex-
pected to solve the above problems, and it is an impor-
tant development direction in the future. Therefore, the
TENG’s signal acquisition, circuit processing, ML recog-
nition, and other units can be integrated into the high-
performance AI chip, which has the high-speed real-time
calculation and discrimination, will achieve a truly highly

integrated TENG-ML intelligent perception system. It is
obvious that highly integrated TENG-ML intelligent sys-
tems will be a far-important research hotspot in the fu-
ture.

In summary, the deep integration of TENG and ML is an im-
portant research content, which is expected to set off a new round
of technological revolution in the field of IoT, especially in the di-
rection of artificial intelligence. Therefore, TENG-ML has a very
broad application prospect in the fields of HMI, intelligent sens-
ing, and signal monitoring. In order to affect human daily life
more deeply and achieve the future vision of “Internet of ev-
erything”, TENG-ML should further develop in the direction of
embedded highly integrated intelligent chip units, so as to pio-
neering deeper exploration in Intelligent Robots, Digital Twins,
VR/AR, and other fields, and promote Intelligent Robots and the
Digital World to truly enter People’s Daily life.
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Xiuhan Li is currently a professor at the School of Electronics and Information Engineering, Beijing
Jiaotong University. She received her Ph.D. degree in microelectronics and solid state electronics from
the Peking University in 2006. Her research interests mainly focused on Micro/nano devices and en-
ergy harvesting, implantable biomedical microdevices especially for wireless energy transfer system.
She has directed and participated in a number of projects from Ministry of Science and Technology
and NSFC. Prof. Li has published more than 30 peer-reviewed papers (Adv. Mater., ACS Nano, Nano
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